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Abstract

Over the years, the amount of information available
electronically has grown manifold. There is an in-
creasing demand for automatic methods for text sum-
marization. Domain-independent techniques for au-
tomatic summarization by paragraph extraction have
been proposed in [12, 15]. In this study, we attempt
to evaluate these methods by comparing the automati-
cally generated extracts to ones generated by humans.
In view of the fact that extracts generated by two hu-
mans for the same article are surprisingly dissimilar,
the performance of the automatic methods is satisfac-
tory. Even though this observation calls into ques-
tion the feasibility of producing perfect summaries by
extraction, given the unavailability of other effective
domain-independent summarization tools, we believe
that this is a reasonable, though imperfect, alterna-
tive.

1 Introduction

As the amount of textual information available elec-
tronically grows rapidly, it becomes more difficult for
a user to cope with all the text that is potentially of
interest. Automatic text summarization methods are
therefore becoming increasingly important. Consider
the process by which a human accomplishes this task.
Usually, the following steps are involved [1]:

1. understanding the content of the document;

2. identifying the most important pieces of informa-
tion contained in it;

3. writing up this information.

Given the variety of available information, it would be
useful to have domain-independent, automatic tech-
niques for doing this. However, automating the first

*This study was done when the primary author was a doc-
toral candidate at Cornell, and was supported in part by the
National Science Foundation under grant IRI-9300124.

and third steps for unconstrained texts is currently be-
yond the state of the art. [1] Thus, the process of au-
tomatic summary generation generally reduces to the
task of extraction, i.e., we use heuristics based upon
a detailed statistical analysis of word occurrence to
identify the text-pieces (sentences, paragraphs, etc.)
that are likely to be most important, and concate-
nate the selected pieces together to form the final
extract!. [6, 2]

Techniques for sentence extraction have been pro-
posed in [1, 6, 7,5]. In [12, 15], the paragraph is chosen
as the unit of extraction. It was expected that since
a paragraph provides more context, the problems of
readability and coherence that were seen in the sum-
maries generated by sentence extraction would be, at
least partially, ameliorated. Various properties of the
extracts generated by different paragraph selection al-
gorithms were observed in previous studies. In this
study, we intend to do a more detailed evaluation of
these different algorithms.

The remainder of the paper is organized as follows:
section 2 briefly introduces text relationship maps,
which constitute the main tool used in our extrac-
tion schemes, and outlines the paragraph selection al-
gorithms; section 3 describes the experiments we con-
ducted in order to evaluate these algorithms; section 4
discusses the evaluation method we adopted and the
results of our experiments; finally, section 5 concludes
the study.

2 Background

2.1 Text Relationship Maps

Usually, in information retrieval, each text or text ex-
cerpt is represented by a vector of weighted terms of
the form D; = (d;,, d ., di,) where d;, rep-
resents an importance weight for term 7} attached
to document D;. The terms attached to documents
for content representation purposes may be words or
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1THenceforth, the term summary is used in this sense of a
representative extract.



phrases derived from the document texts by an auto-
matic indexing procedure, and the term weights are
computed by taking into account the occurrence char-
acteristics of the terms in the individual documents
and the document collection as a whole. [9] Assuming
that every text or text excerpt is represented in vector
form as a set of weighted terms, it is possible to com-
pute pairwise similarity coefficients, showing the simi-
larity between pairs of texts, based on coincidences in
the term assignments to the respective items. Typi-
cally, the vector similarity might be computed as the
inner product between corresponding vector elements,
that is, Sim (D;, D;) = 22:1 d;, dj,, and the sim-
ilarity function might be normalized to lie between 0
for disjoint vectors and 1 for completely identical vec-
tors. [10] The Smart information retrieval system [8]
is based on these principles and is used in our experi-
ments.

In order to decide which paragraphs of a document
are most useful for text summarization, we first want
to determine how the paragraphs are related to each
other. This task is accomplished using a tezt relation-
ship map. A text relationship map is a graphical repre-
sentation of textual structure, in which paragraphs (in
general, pieces of text) are represented by nodes on a
graph and related paragraphs are linked by edges. [11]
Nodes are joined by links based on a numerical simi-
larity computed for each pair of texts using informa-
tion retrieval techniques described above. Typically, a
threshold value is selected, and all pairs of paragraphs
whose similarity exceeds the threshold are connected
by links. Since the similarity between two text vectors
is based upon the vocabulary overlap between the cor-
responding texts, if the similarity between two vectors
is large enough (above a threshold) to be regarded as
non-random, we can say that the vocabulary matches
between the corresponding texts are meaningful, and
the two texts are “semantically related”. [16]

Figure 1 shows a typical text relationship map. The
paragraphs of the article Telecommunications (from
the Funk and Wagnalls Encyclopedia [3]) are denoted
by nodes. Paragraphs which are sufficiently similar
are joined by a link. The similarity threshold used in
this map is 0.12. Important conclusions about text
structure can be drawn from a text relationship map.
For example, the importance of a paragraph within
the text is likely to be related to the number of links
incident on the corresponding node. The map can be
used to identify related passages covering particular
topic areas. It also provides information about the
homogeneity of the text under consideration. When
the map is well connected and has many cross-links
between paragraphs, and direct links between adja-
cent paragraphs, one expects a unified, homogeneous
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Figure 1: Text Relationship Map for article Telecom-
munications.
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Figure 2: Text Segmentation for article Telecommuni-
cations.

treatment of the topic. [15]

A text relationship map maybe used to decompose
a document into segments. [13] A segment is a contigu-
ous piece of text that is linked internally, but largely
disconnected from the adjacent text. [4] Segments are
our (automatic) approximation to sectioning when a
text does not have well defined Sections (as is the
case with numerous articles on the web these days).
Consider Figure 2, for example. It shows the rela-
tionship map for the article on Telecommunications
at a similarity threshold of 0.12 with links between
distant paragraphs (paragraphs that are more than
five apart) deleted. Paragraphs 3 to 12 are linked to
each other, but there are few links connecting them
to other nearby paragraphs. This suggests that these
paragraphs deal with one topic, and the topic shifts
from paragraph 12 to 14. Thus, paragraphs 3 to



12 form a segment. On reading the text, we find
that they, in fact, deal with the devices and hard-
ware used in telecommunications, and the topic shifts
from paragraph 14 to a discussion of the software used
in telecommunications ?. Similarly, paragraphs 28 to
35 form a segment, and this segment describes the
public telecommunication services like electronic-mail.
Paragraphs 39 and 40 form the last segment on stan-
dards in telecommunication. For the algorithm used
to automatically generate segments for a document,

see [15, 13].

2.2 Text Traversal

We now come to the problem of generating summaries
by selecting paragraphs of the document for inclusion.
This could be accomplished by automatically identify-
ing the important paragraphs on the map and travers-
ing the selected nodes in text order to construct an
extract, or path. Various criteria maybe used to asso-
ciate importance with paragraphs, giving rise to dif-
ferent paths. In this study, we evaluate four types of
paths.

Bushy path

The bushiness of a node on a map is defined as the
number of links connecting it to other nodes on the
map. Since a highly bushy node (paragraph) is re-
lated to a number of other nodes, it has an overlap-
ping vocabulary with many other paragraphs and is
likely to discuss topics covered in several paragraphs.
Such paragraphs are good overview paragraphs and
are desirable in a summary, and therefore are good
candidates for extraction. A global bushy path is con-
structed out of the n most bushy nodes on the map,
where n is the targeted number of paragraphs in the
summary. These nodes are arranged in chronological
order, i.e., the order in which they appear in the orig-
inal document, to form the summary.

Depth-first path

The nodes on a bushy path are connected to a number
of other paragraphs, but not necessarily to each other.
Therefore, while they may provide comprehensive cov-
erage of an article, they may not form a very coherent
extract, and the readability of the summary might be

poor. To avoid this problem, we use the following

2Paragraph 13 is actually the heading for the Software sec-
tion. Since heading paragraphs are not full-text and are not
available in all domains, we do not leverage their presence in
our summarization algorithms.

strategy to build depth-first paths: start at an impor-
tant node — the first node or a highly bushy node are
typical choices — and visit the next most similar node
at each step. Note that, only the paragraphs that fol-
low the current one in text order are candidates for
the next step. Since each paragraph is similar to the
next one on the path, abrupt transitions in subject
matter should be eliminated, and the extract should
be a coherent one. However, since the subject mat-
ter of the paragraphs on the path is dictated to some
extent by the contents of the first paragraph, all as-
pects of the article may not be covered by a depth-first
path. [14, 15]

Segmented bushy path

Some articles contain segments dealing with a special-
ized topic. The paragraphs in such a segment would
be well connected to each other, but poorly connected
to other paragraphs. A bushy path would not include
these paragraphs, and would thereby completely ex-
clude an aspect of the subject matter covered in the
article. A segmented bushy path attempts to remedy
this problem. It is obtained by constructing bushy
paths individually for each segment and concatenating
them in text order. At least one paragraph is selected
from each segment. The remainder of the extract is
formed by picking more bushy nodes from each seg-
ment in proportion to its length. Since all segments
are represented in the extract, this algorithm should,
in principle, enhance the comprehensiveness of the ex-
tract. [15]

Augmented segmented bushy path

Typically authors introduce a new topic (for example a
“Section”) in the first few paragraphs that discuss the
topic in the text. If proper sectioning information were
available for all documents, a reasonable summariza-
tion scheme might be to select the first paragraph from
each Section. A segmented bushy path might skip the
less bushy introductory paragraph of a segment in fa-
vor of a more bushy paragraph which is somewhere in
the middle of the segment. This is quite detrimental
to the readability of the summary. To remedy this
problem, we define the augmented segmented bushy
path which always picks the introductory paragraph
from a segment, and other bushy paragraphs based
upon the length requirements of the summary.

Figure 3 shows a 20% global bushy path and a global
depth-first path constructed for the article on telecom-
munications. The corresponding texts for these paths
are shown in Table 1. Note that the bushy path does
not include any material from the last two segments
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Figure 3: Global bushy and depth-first paths for arti-
cle Telecommunications.
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Figure 4: Segmented bushy and augmented segmented
bushy paths for article Telecommunications.

(on telecommunication services and standards). The
depth first path misses out the segment on standards.
On the other hand, the segmented bushy path (see
Figure 4 and Table 2) does include a paragraph from
each of the last two segments and is more indica-
tive of the contents of the article than either of the
global paths. But the segmented bushy path picks
paragraphs from the middle of a segment, for exam-
ple paragraph 5 in the first segment and paragraph 32
in the segment on telecommunications services. Pre-
senting a paragraph from a topic without introducing
the topic is once again detrimental to the readability
of the summary. This could be fixed by augmenting
the segmented bushy paths by forcing them to select
the introductory paragraph from every segment. The
augmented segmented bushy path for this article (see
Table 2) is actually a very good indicative summary
for the article.

3 Experiment

Several automatic extraction schemes, including the
above, have been proposed earlier. [15, 13] General
features of the extracts produced by these different
algorithms have been noted, based on manually exam-
ining some of the extracts. However, objective eval-
uation of these algorithms has always been problem-
atic. In [14], an attempt was made to evaluate the
summaries based on ranked retrieval. Since relevance
judgments were not available for passages or extracts,
the available relevance judgments for full documents
were extrapolated to the extracts. However, the por-
tion of a document that is relevant to a query may
well get left out of a passage, and so, results obtained
from such an evaluation are unreliable.

Since the goal of our summarization schemes is to
automate a process that has traditionally been done
manually, a comparison of automatically generated ex-
tracts with those produced by humans would provide
a reasonable evaluation of these methods. We assume
that a human would be able to identify the most im-
portant paragraphs in an article most effectively. If
the set of paragraphs selected by an automatic ex-
traction method has a high overlap with the human-
generated extract, the automatic method should be
regarded as effective. Thus, our evaluation method
takes the following form: a user submits a document
to the system for summarization;in one case, the sys-
tem presents a summary generated by another person;
in the other, it produces an automatically generated
extract. The user compares the two summaries —
manual and automatic — to his/her own notion of
an ideal extract. To evaluate the automatic methods,
we compare the user’s ‘satisfaction’ in the two cases.
Such an evaluation methodology has its shortcomings,
for example it does not account for the readability as-
pect of a summary; it also ignores the fact that user
satisfaction is related to whether a user has seen the
full-article or not. Unfortunately, given the lack of a
good testbed for evaluating automatic summarization,
it is the best we can do.

Fifty articles were selected from the Funk and Wag-
nalls Encyclopedia. [3] For each article, two extracts
were constructed manually. One of these extracts was
used as the manual summary. The other one, which
then becomes a user’s (ideal) summary, is used as the
oracle to compare the performance of the manual sum-
mary and an automatic summary. The following in-
structions were given to those who constructed the
manual extracts:

Please read through the articles. Determine
which n paragraphs are the most important



20% Global Bushy Path

22215.p3: Telecommunications, broadly speaking, the process of transmitting information in an electronic form between any
two devices by using any kind of transmission line. More specifically, however, telecommunications refers to the process ...

22215.p5: The devices used in telecommunications can be computers, terminals (devices that transmit and receive informa-
tion), and peripheral equipment such as printers (see Computer; and see Office Systems). The transmission line used . ..

22215.p14: Among the different kinds of software are terminal-emulation, file-transfer, host, and network software. Terminal-
emulation software makes it possible for a device to perform the same functions as a terminal. File-transfer software is ...

22215.p16: Three major categories of telecommunication applications can be discussed here: host-terminal, file-transfer,
and computer-network communications.

22215.p22: In file-transfer communications, two devices are connected: either two computers, two terminals, or a computer
and a terminal. One device then transmits an entire data or program file to the other device. For example, a person who . ..

20% Global Depth-First Path

22215.p3: Telecommunications, broadly speaking, the process of transmitting information in an electronic form between any
two devices by using any kind of transmission line. More specifically, however, telecommunications refers to the process . ..

22215.p7: Each telecommunications device uses hardware, which connects a device to the transmission line; and software,
which makes it possible for a device to transmit information through the line.

22215.p14: Among the different kinds of software are terminal-emulation, file-transfer, host, and network software. Terminal-
emulation software makes it possible for a device to perform the same functions as a terminal. File-transfer software is ...

22215.p20: Finally, most host computers can communicate properly with only one kind of terminal. To communicate with
such computers, terminal-emulation software is installed on a computer to make the linkage succeed.

22215.p32: An information-retrieval service leases time on a host computer to terminals, so that these terminals are able
to retrieve information from the host computer. An example is CompuServe Information Services. To gain access to ...

Table 1: Text for global bushy and depth-first paths for article Telecommunications.

20% Segmented Bushy Path

22215.p5: The devices used in telecommunications can be computers, terminals (devices that transmit and receive informa-
tion), and peripheral equipment such as printers (see Computer; and see Office Systems). The transmission line used ...

22215.p14: Among the different kinds of software are terminal-emulation, file-transfer, host, and network software. Terminal-
emulation software makes it possible for a device to perform the same functions as a terminal. File-transfer software is ...

22215.p16: Three major categories of telecommunication applications can be discussed here: host-terminal, file-transfer,
and computer-network communications.

22215.p32: An information-retrieval service leases time on a host computer to terminals, so that these terminals are able
to retrieve information from the host computer. An example is CompuServe Information Services. To gain access to ...

22215.p39: Certain telecommunication methods have become standard in the telecommunications industry as a whole, be-
cause if two devices use different standards they are unable to communicate properly. Standards are developed in ...

20% Augmented Segmented Bushy Path

22215.p3: Telecommunications, broadly speaking, the process of transmitting information in an electronic form between any
two devices by using any kind of transmission line. More specifically, however, telecommunications refers to the process ...

22215.p14: Among the different kinds of software are terminal-emulation, file-transfer, host, and network software. Terminal-
emulation software makes it possible for a device to perform the same functions as a terminal. File-transfer software is ...

22215.p16: Three major categories of telecommunication applications can be discussed here: host-terminal, file-transfer,
and computer-network communications.

22215.p28:Public telecommunication services are a relatively recent development in telecommunications. The four kinds of
services are network, information-retrieval, electronic-mail, and bulletin-board services.

22215.p39: Certain telecommunication methods have become standard in the telecommunications industry as a whole, be-
cause if two devices use different standards they are unable to communicate properly. Standards are developed in ...

Table 2: Text for segmented bushy and augmented segmented bushy paths for article Telecommunications.



for summarizing this article. n = MAX(5,
1/5th the total number of paragraphs (round
to the next higher number for fractions)).
Mark the paragraphs which you chose.

The resulting database of 100 manual summaries (two
for each of the fifty articles) was used in the final evalu-
ation of the automatic methods. Summaries were then
automatically generated for the articles, using each of
the four methods described above. In each case, the
automatic and manual extracts had the same number
of paragraphs?®.

In manual summarization by paragraph extraction,
there are certain paragraphs in a text that certainly
belong in a summary extract, but then there are many
paragraphs whose importance is subjectively judged
by the individual doing the extraction. To reduce the
effect of the arbitrariness introduced by individual’s
subjective notions, for very short articles, we asked
our subjects to extract at least five paragraphs, hoping
that the intersection of the two manual summaries will
indeed yield the most important paragraphs in an arti-
cle. The articles used in our evaluation had anywhere
between thirteen and forty eight content paragraphs.
The current implementation of the Smart system also
considers the section headings, etc. as individual para-
graphs. Such paragraphs were marked as non-content
and were ignored in the summarization process.

4 Results and Discussion

The following scenario was assumed for evaluation of
the automatic summaries:

e A user walks up to the system and presents an
article for summarization.

e In the first case, the system asks another human
to do the summarization and presents it to the
user. The user compares this summary to his/her
own notion of an ideal summary.

e In the second case, the system automatically gen-
erates a summary and returns it to the user. The
user again compares this summary to his/her own
notion of an ideal summary.

e The user satisfaction in the above two cases is
measured by the “degree of overlap” between the
summary presented by the system and the user’s
notion of an ideal summary.

3Different users could count paragraphs differently. Thus,
for a few articles, the lengths of the two manually generated
summaries were different. In such cases, the automatic proce-
dures took the average of these two lengths as the target length
for the extract.

If the user’s satisfaction is about the same in the above
two cases, then our automatic summarization schemes
are summarizing as well as a human would summarize
by paragraph extraction.

For each automatic summarization algorithm, four
quantities were computed:

1. Optimistic evaluation: Since the two manual ex-
tracts for an article are different, the amount of
overlap between an automatic and a manual ex-
tract depends on which manual extract is selected
for comparison. The optimistic evaluation for an
algorithm is done by selecting the manual extract
with which the automatic extract has a higher
overlap, and measuring this overlap. This is the
same as using the human whose notion of an ideal
extract is closer to the automatic extract as our
user.

2. Pessimustic evaluation: Analogously, a pes-
simistic evaluation is done by selecting the man-
ual extract with which the automatic extract has
a lower overlap. This is the same as using the
human whose notion of an ideal extract is more
dissimilar to the automatic extract as our user.
This, in some sense, is the worst case scenatio.

3. Intersection: For each article, an intersection of
the two manually generated summaries is com-
puted. The fact that the paragraphs in this in-
tersection were deemed important by both the
readers suggests that they may, in fact, be the
most important paragraphs in the article. We
compute the percentage of these paragraphs that
is included in the automatic extract.

4. Union: We also calculate the percentage of auto-
matically selected paragraphs that is selected by
at least one of the two users. This is, in some
sense, a precision measure, since it provides us
with a sense of how often an automatically se-
lected paragraph is potentially important.

Table 4 in the Appendix lists the paragraphs se-
lected by the two subjects for the fifty articles. It also
lists the intersection between the two manual sum-
maries and the percent overlap in the two summaries.
We observe from Table 4 that many subjects tend to
select paragraph 3 in the summaries. This is because
this is the first content paragraph in an article and
tends to be a dictionary-style definition for the arti-
cle. For example, for article 15930 (Monopoly), this
paragraph reads:

Monopoly, economic situation in which there
is only a single seller or producer of a com-
modity or a service. For a monopoly to be



effective, there must be no practical substi-
tutes for the product or service sold, and no
serious threat of the entry of a competitor
into the market. This enables the seller to
control the price.

Such dictionary-style definitions are generally liked by
readers and thus are usually included in a summary
by our subjects.

In general, in written texts, the first content para-
graph tends to be an introductory paragraph and is
a good starting paragraph for summarization. For
the encyclopedia articles, we use this information and
we always include paragraph 3 in the bushy and
the depth-first summaries. This paragraph might be
missed by the segmented bushy paths but is recap-
tured by the augmented segmented bushy paths. In
case such collection specific information is not avail-
able, we use the first paragraph with a reasonable
number of links to the rest of the paragraphs as the
introductory paragraph. [14]

Table 3 shows the overlap for the two manual ex-
tracts, and the different evaluation measures aver-
aged over all fifty articles, for the bushy, depth-first,
segmented bushy, and augmented segmented bushy
extracts.* In addition to using these four methods,
extracts were also generated for the articles by select-
ing the required number of paragraphs at random. To
eliminate any advantage that the bushy, depth-first,
and augmented segmented bushy extracts might have
due to the presence of the introductory paragraph,
paragraph 3 is always included in the random paths.
The evaluation results for these random extracts are
also shown in the table. Random selection of para-
graphs serves as the weakest possible baseline. If an
algorithm does not perform noticeably better than a
random extract, then it is certainly doing a poor job of
summarization. Also, Brandow, Mitze, and Rau found
in [1] that simply selecting the first few sentences (the
lead sentences) produced the most acceptable sum-
maries. To test their findings in our environment, we
also selected the first 20% paragraphs of an article and
used it as yet another automatic summary.

Manual Extracts

The most unexpected result of our experiment was the
low level of agreement between the two human sub-
jects. The overlap between the two manual extracts
is only 46% on an average, i.e., an extract generated
by one person is likely to cover 46% of the informa-
tion that is regarded as most important by another

4See Table 5 for an example of how these figures were
computed.

person. This ratio suggests that two humans disagree
on more than half the paragraphs that they consider
to be critical. In addition, as indicated above, the
first paragraph of these encyclopedia articles is a gen-
eral introduction to the article and is often selected
by both subjects — in 50% of the cases in which the
intersection between the two users’ extracts is a single
paragraph, this paragraph is the first one. This in-
creases the chances of overlap between the two man-
ual extracts. If we exclude this special paragraph from
the article, the overlap figures for two humans will be
even worse.

The lack of consensus between users on which para-
graphs are important can be explained as follows. On
a first reading, users earmarked certain paragraphs as
important. Some of these paragraphs were then elimi-
nated, in order to reduce the extract to the stipulated
size. Often, the choice between which paragraphs to
keep and which to exclude was a difficult one, and in
such situations, some arbitrariness is bound to creep
in. This facts casts some shadows on the utility of au-
tomatic text summarization by text extraction. It is
possible that the user satisfaction might be higher in
reality when the true user does not read the portion
of an article not presented to him/her by the summa-
rization system and does not get an opportunity to
form his/her own ideal view of an extract.

Automatic Extracts

Table 3 indicates that global bushy paths and aug-
mented segmented bushy paths produce the best ex-
tracts among the four paths considered in this study.
55% of the paragraphs selected by the process were
considered important by at least one user. Optimisti-
cally speaking, a global bushy or an augmented seg-
mented bushy path may be expected to agree approx-
imately 46% with a user. This number is at par with
the agreement between two humans (45.81%). This
result is reassuring in terms of the method’s viability
for generating good extracts, since the scheme per-
forms as well as a human.

About 47% of the paragraphs deemed important by
both users are included in the bushy extract for an
article. This figure is somewhat disheartening. We
expected a better coverage of these vital paragraphs
by our extracts. A further study of these paragraphs
might reveal some properties that users look for in a
paragraph to decide its importance. It might then be
possible to automate this selection process. We also
identified the articles for which the intersection of the
two user summaries is a single paragraph. For 78%
of these articles, this paragraph was included in the
bushy path.



| Overlap between manual extracts: 46% |

Algorithm Optimistic (%) | Pessimistic (%) | Intersection (%) | Union (%)
Global bushy 45.60 30.74 47.33 55.16
Global depth-first 43.98 27.76 42.33 52.48
Segmented bushy 45.48 26.37 38.17 52.95
Augmented seg. bushy 46.66 27.59 41.83 55.44
Random 39.16 22.07 38.47 44.24
Initial (Lead) 47.99 29.50 50.00 55.97

Table 3: Evaluation measures for automatic extraction methods.

Segmented bushy paths perform worse than ex-
pected. This is because the first paragraph of an ar-
ticle is very often selected by users, and segmented
bushy paths occasionally omit this paragraph. This
results in a decrease in the overlap between automatic
and manual extracts. In contrast, the other paths are
guaranteed to include the first paragraph, and perform
better. But, in general, the performance of segmented
bushy paths was satisfactory (45.48% overlap with the
user in the optimistic method). Similarly, the perfor-
mance of the depth-first path was also satisfactory.
All paths achieved the minimum requirement of per-
forming significantly better than a random extract.

But more interestingly, we observe that extracts
produced by selecting the first few paragraphs of the
articles also performed comparably to the best para-
graph extraction scheme. Admittedly, our evalua-
tion methodology lacks the evaluation of the readabil-
ity aspect of a summary which was one of the main
motivations of moving from a sentence-based extrac-
tion strategy to paragraph-based extraction. With
very high chances, the lead summary will outperform
all other automatic summaries in terms of readabil-
ity. We believe this because automatic summaries
are a forced concatenation of paragraphs distributed
all across a document, whereas a lead summary is a
nicely coherent sequence of paragraphs, as written by
the author. Overall, the lead summaries are compara-
ble to the best summarization strategy and could be
more readable than all other summaries. This truth
is rather discouraging for the feasibility of automatic
summarization by text extraction but agrees with the
observations in [1]. News reports, used in [1], fre-
quently contain a leading paragraph that summarizes
the story contained in the rest of the report. Like-
wise, in the encyclopedia articles used in this study,
the first paragraphs usually define the topic, and pro-
vide a general outline about it.

To sum up:

e The good news is that interpreted in light of the
fact that the overlap between the two manual

extracts is, on an average, 46%, and given the
enormous reduction in the amount of resources
required®, our results indicate that automatic
methods for extraction compare very favorably
with manual extraction.

e But the bad news is that a summary formed by
extracting the initial paragraphs of an article is as
good as the best automatic summary and might
just be more readable from a user’s perspective.
This brings into question the overall utility of au-
tomatic text summarization by text (sentence or
paragraph) extraction.

It is possible that the nature of the articles used
in this study (encyclopedia articles) and in [1] (news
articles) have a structure that yields very good sum-
maries, simply by extracting the initial part of an ar-
ticle. It will be interesting to see if observations from
this study and from [1] carry over to other, more non-
encyclopedia like and non-news like domains (for ex-
ample legal documents or U.S. Patents). In our studies
with text summarization (by text extraction), we have
always felt a very strong need for a good evaluation
test-bed. Lack of good objective evaluation techniques
for text summarization has always been the biggest
problem in all our work, and has consistently discour-
aged more experimentation and exploration of inter-
esting research possibilities (like the one mentioned
above regarding articles from other domains).

5 Conclusion

In this study, we have tried to evaluate automatic
summarization methods proposed earlier. If a good
testbed for evaluating summaries were available, the
evaluation methodology adopted in this study could
be improved, but we believe it is the best we can

5The system took about 15 minutes to generate 3 summaries
for each of 50 articles. A human would require about 10 minutes
to produce a summary for a typical article from this set.



currently do. Under our evaluation scheme, the four
extraction algorithms examined perform comparably,
but they produced significantly better extracts than
a random selection of paragraphs. The absolute per-
formance figures are not high, but given the low over-
lap between two human-generated extracts, they are
eminently satisfactory. However, this wide variation
between users brings us to the question of whether
summarization by automatic extraction is feasible.
If humans are unable to agree on which paragraphs
best represent an article, it is unreasonable to expect
an automatic procedure to identify the best extract,
whatever that might be. We also find that present-
ing the user with the initial part of an article is as
good as employing any “intelligent” text extraction
scheme. In summary, automatic summarization by ex-
traction is admittedly an imperfect method. However,
at the moment, it does appear to be the only domain-
independent technique which performs reasonably.
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Doc | Title Person 1 Person 2 | Intersection | Overlap (%) |

324 Aerospace Medicine 3,11,25,29,34 3,11,21,32,34 3,11,34 60.00

461 | Air Transport Ind. 6,7,12,16,21 3,10,14,16,23 16 20.00

661 | Algebra 4,7,10,17,21,30,54,62,66,70 | 3,4,6,7,10,11,12,62,70 | 4,7,10,62,70 50.00

1163 | Anti-Semitism 311,17,18,22 3,6,11,17,22 3.11,17,22 80.00
1640 | Astronomy 3,5,16,21,22,38 43,48 3,14,21,24,25,27,43,48 | 3,21,43,48 50.00
2034 | Ballet 3,6,12,19,27,29,39,43,45,55 | 3,5,6,7,10,19,24,50,56,57 3,6,19 30.00
3052 | Blood 3,4,6,20 3,8,10,20,22 3,20 50.00
4167 | Caliphate 3,8,13,17,27 3,4,8,24,27 38,27 60.00
4337 | Canon Law 3,5,6,14,17 3,5,6,14,15 3,5,6,14 80.00
5160 | Chemical Analysis 3,6,11,13,23 3,6,11,13,14 3,6,11,13 80.00
6817 | Dating Methods 3,5,9,24,26 3,7,21,23,26,33 3,26 40.00
7032 | Democratic Party 3,5,12,20,23 3,7,15,19,23 3,23 40.00
7055 | Dentistry 3,22,24,33,35 3,5,7,28,35 3,35 40.00
7303 | Discases of Animals 4,6,16,21,35,40,43 3,4,33,35,37,38,39,40 4,35,40 42.86
7520 | Drawing 3,6,9,11,21 3,5,6,9,11 3,6,9,11 80.00
7547 | Drug Dependence 3,4,5,27,31 4,7,27,32 4,27 40.00
7748 | Earthquake 3,9,13,25,26,27 3,10,17,20,23 3 16.67
7878 | Education, History 3,5,9,14,24,30,45 3,9,23,30,37,42,47 3,9,30 42.86
8167 | Engincering 3,13,16,18,32,39,53,56 3,4,5,7,8 3 12.50
9046 | Folktales 47,27 3,4,11,14,17 1 33.33
9142 | Fortification and ... 3,5,16,21,23 3,5,16,21,23 3,5,16,21,23 100.00
9805 | Geophysics 3,7,14,19,26 3,7,26,30,35 37,26 60.00
10076 | God 3,27,29,33,37 9,12,27,33,37 27,33,37 60.00
10898 | Harmony 3,4,6,8,9,16,28 3,9,16,28,32,33,36 3,9,16,28 57.14
12037 | Indian Literature 4,12,22,28 4,6,17,28,29 4,28 50.00
12047 | Indian Wars 7,13,20,23,25 5,7,13,21,25 713,25 60.00
12194 | International Law 6,10,13,16,22 5,8,10,13,22 10,13,22 60.00
12753 | Journalism 8,10,13,20,22 3,6,13,18,22 13,22 40.00
14126 | Linguistics 4,5,7,16,18 4,7,17,23,29 47 40.00
14514 | Lutheranism 3,4,11,17,25 3,8,19,21,29 3 20.00
15499 | Metabolism 3,5,7,20,21,23 3,9,15,17,25 3 16.67
15518 | Meteorology 3,11,19,26,33 3,11,20,23,27,36,44,49 311 40.00
15589 | Middle East 3,9,19,21,27 6,13,18,21,27 21,27 40.00
15930 | Monopoly 3,9,10,11,26 3,6,9,15,28 3,9 40.00
16093 | Mosaics 3,5,16,20,27 5,10,16,20,29 5,16,20 60.00
17637 | Papacy 10,14,18,27,29 3,10,15,26,31 10 20.00
17987 | Periodicals 5,13,15,22,24 3,7,12,17,23 0.00
18822 | Printing 3,4,7,13,26 4,11,13,19,25 4,13 40.00
18871 | Propaganda 3,4,11,13,23 3,6,14,18,22 3 20.00
19342 | Reading (activity) 3,5,15,22 5,11,14,25,29,34 5 25.00
19463 | Renaissance 5,17,18,20,23 3,15,17,18,20 17,18,20 60.00
19492 | Republican Party 3,6,10,17,24 3,6,17,21,24 3,6,17,24 80.00
19701 | Road 5,8,13,16,23 3,8,15,16,17 8,16 40.00
22242 | Temple (building) 12,18,20,21 3,4,6,7,8 0.00
22412 | Thirty Years’ War 3,14,16,18,19 3,8,14,18,19 3,14,18,19 80.00
23125 | Unemployment 3,5,15,22,25 8,15,18,19,25 15,25 40.00
23598 | Virus 6,10,15,22,28 3,4,15,22,24 15,22 40.00
23693 | Wages 8,10,13,16,18 3,5,8,10,20 8,10 40.00
23855 | Waterloo, Battle of 3,5,7,8,13,14,16,18,26 5,8,23,25,26 5,8,26 33.33
24703 | Zionism 3,14,23,30,33 3,22,23,30,33 3,23,30,33 80.00
Average overlap 45.81

Table 4: Overlap between human subjects for 50 articles.
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| Doc. no. | Bushy extract | Optimistic (%) | Pessimistic (%) | Intersection (%) | Union (%) |

324 3,9,15,27,30 20.00 20.00 33.33 20.00
461 3,16,18,21,22 40.00 40.00 100.00 60.00
661 3,4,8,10,32,41,47,54,70 44.44 44.44 60.00 55.56
1163 3,6,13,15,17 60.00 40.00 50.00 60.00
1640 3,9,17,21,24,27,36,38 50.00 37.50 50.00 62.50
2034 3,19,25,26,27,43,51,52,54,57 40.00 30.00 66.67 50.00
3052 3,4,12,23 50.00 25.00 50.00 50.00
4167 3,4,5,13,29 40.00 40.00 33.33 60.00
4337 3,5,6,15,18 80.00 60.00 75.00 80.00
5160 3,13,14,24,27 60.00 40.00 50.00 60.00
6817 3,5,24,33,37 60.00 40.00 50.00 80.00
7032 3,10,13,15,20 40.00 40.00 50.00 60.00
7055 3,5,11,26,34 40.00 20.00 50.00 40.00
7303 3,4,11,12,18,33,42 42.86 14.29 33.33 42.86
7520 3,9,12,21,30 60.00 40.00 50.00 60.00
7547 3,4,11,27 75.00 50.00 100.00 75.00
7748 3,5,10,12,20 60.00 20.00 100.00 60.00
7878 3,5,30,31,37,41,45 57.14 42.86 66.67 71.43
8167 3,4,7,13,53,54 50.00 50.00 100.00 83.33
9046 3,4,20,22 50.00 25.00 100.00 50.00
9142 3,5,9,14,19 40.00 40.00 40.00 40.00
9805 3,7,26,29,35 80.00 60.00 100.00 80.00
10076 3,7,9,10,35 20.00 20.00 0.00 40.00
10898 3,13,20,23,36,39,41 28.57 14.29 25.00 28.57
12037 3,4,6,10 50.00 25.00 50.00 50.00
12047 3,4,8,15,20 20.00 0.00 0.00 20.00
12194 3,10,11,12,19 20.00 20.00 33.33 20.00
12753 3,6,8,10,24 40.00 40.00 0.00 80.00
14126 3,5,7,24,32 40.00 20.00 50.00 40.00
14514 3,4,15,21,29 60.00 40.00 100.00 80.00
15499 3,25,27,29,35 40.00 20.00 100.00 40.00
15518 3,6,9,11,19,20 50.00 50.00 100.00 66.67
15589 3,11,15,18,25 20.00 20.00 0.00 40.00
15930 3,11,14,15,29 40.00 40.00 50.00 60.00
16093 3,5,12,14,17 40.00 20.00 33.33 40.00
17637 3,15,18,20,32 40.00 20.00 0.00 60.00
17987 3,11,13,21,23 40.00 20.00 0.00 60.00
18822 3,4,9,13,19 60.00 60.00 100.00 80.00
18871 3,4,13,18,22 60.00 60.00 100.00 100.00
19342 3,9,12,14,22 40.00 20.00 0.00 60.00
19463 3,6,8,10,25 20.00 0.00 0.00 20.00
19492 3,7,12,14,24 40.00 40.00 50.00 40.00
19701 3,6,12,19,22 20.00 0.00 0.00 20.00
22242 3,6,7,23 75.00 0.00 0.00 75.00
22412 3,6,11,14,16 60.00 40.00 50.00 60.00
23125 3,5,6,9,17 40.00 0.00 0.00 40.00
23598 3,4,10,25,28 40.00 40.00 0.00 80.00
23693 3,16,17,20,22 40.00 20.00 0.00 60.00
23855 3,8,9,16,17,19,26 57.14 28.57 66.67 57.14
24703 3,15,19,23,34 40.00 40.00 50.00 40.00
Average 45.60 30.74 47.33 55.16

Table 5: Evaluation of bushy paths.
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