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ABSTRACT

In this paper, we explore the effect of feature integration,
multi-image queries, and relevance feedback in enhancing
the performance of an image retrieval system. Weighted in-
tegration of structure, color and texture features is studied.
In addition, we propose a methodology of retrieval consist-
ing of multiple query images, as opposed to the traditionally-
used model of a single query image. Two different mecha-
nism of relevance feedback are also proposed and analyzed.
Integration of features and feedback significantly improves
the performance of the retrieval system.

1 INTRODUCTION

Over the years various techniques have been proposed for
retrieval in digital image databases. Many of these tech-
niques operate under specific constraints about the type of
image data they operate upon. Frequently, such constrains
have been put on the retrieval of images containing certain
objects. For example, early work used user-defined sketches
[1] for retrieval, whereas some recent approaches perform
content-based search and retrieval of images using object
models [2]. Such methods are known as “model-based” ap-
proaches, because they exploit a higher-level shape repre-
sentation of objects present in an image for retrieval. Other
techniques have also been proposed that use higher-level in-
ferencing, but do not require detailed object models for rep-
resentation and retrieval. They include retrieval of images
containing manmade structures [3] and buildings [4, 5], re-
trieval using edge/structural features [6], and differentiat-
ing city and landscape images based upon the orientation
of edges [7].

Techniques that are collectively referred to as “view-
based” approaches tend to characterize what is really ob-
served in an image instead of making some underlying as-
sumptions about the model-based representations of the ob-
jects. These techniques essentially exploit the color, inten-
sity or luminance information in an image. The basic idea
is to use color / intensity information, which does not de-
pend on the geometric shape of the objects. Most of the cur-
rent view-based retrieval techniques analyze image data at a
lower level on a strictly quantitative basis for color [8] and
texture features [9]. These techniques are geared towards
retrieval on overall image similarity, especially for images
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containing natural objects such as trees, vegetation, water
and sky.

There is no clear consensus among researchers about
which technique to use for a general image retrieval sys-
tem. The answer to this problem depends on many factors,
such as the number and complexity of objects present in an
image, the amount of a priori information about the scene,
and in case of retrieval based upon shape, the number of
objects present in the model database. The last factor is a
challenging issue because occlusion can severely degrade
the retrieval of images based upon object models. A general
solution to the problem of image retrieval is not well-settled,
because it is not possible to preempt the type of image data
as provided by a user in queries.

In this paper, we explore how user involvement with an
image retrieval system can improve retrieval performance.
In particular, we investigate the effect of feature integration,
multiple query images, and relevance feedback. As men-
tioned above, features extracted from different techniques
emphasize image attributes in different domains. We in-
tegrate a number of features for boosting retrieval perfor-
mance. Further, user specification of the importance of dif-
ferent features based upon visual inspection of image con-
tent is also analyzed. In addition, the effect of supplying
more than one query image is considered. Relevance feed-
back is a mechanism of providing input regarding the qual-
ity of retrieval to the image retrieval system after a query
is performed. The system uses the input to rerun the query
and, hopefully, get a better retrieval. The input is typically
provided by specifying which of the retrieved images agree
with the query, and which do not. We propose two differ-
ent mechanism of feedback, namely, Cluster feedback, and
Multi-class feedback. The combination of weighted feature
integration and feedback is also proposed.

We use our image retrieval system CIRES — Content-
based Image REtrieval System [10] — for the experiments
performed. CIRES is a robust image retrieval system that
serves queries ranging from images containing conspicu-
ous structure, such as buildings, bridges and towers, to im-
ages containing purely natural objects, such as vegetation,
water, sky and clouds. It is available online at http://
amazon. ece. ut exas. edu/ qasi m r esearch. ht m

The rest of the paper is organized as follows. Sec-
tion 2 details the feature integration, Section 3 describes
multi-image query, Section 4 explains the mechanism of
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(a) Overall retrieval performance.

(b) Retrieval performance for individual methodologies.

Figure 1: Retrieval performance using five different methodologies: structure only (S), color only (C), texture only (T), color
and texture (C+T), and structure, color and texture (S+C+T). Retrieval accuracy increases sharply with feature integration.
Best results are obtained for the integration of structure, color and texture.

the feedback process, Section 5 outlines the combination of
weighted feature integration and feedback, and finally, Sec-
tion 6 presents the conclusions.

2 FEATURE INTEGRATION

Automatic analysis of image content is a challenging
problem. The ability to extract and describe distinct objects
in a complex scene is crucial for image understanding. Even
human observers have difficulty in describing the content of
some images using only limited keywords. For example,
an image depicting a bridge on water and vegetation may
be assigned to both a structural scene, because of the pres-
ence of a manmade object, the bridge, and a natural scene
because of the presence of water and vegetation. Presence
of both manmade and natural objects exacerbates the com-
puter perception of images. Natural objects, such as trees
and other vegetation, rivers, rocks and clouds, coexist with
manmade objects and are unspecified; their appearance is
unpredictable. Very few natural objects have compact shape
descriptions, and it is difficult to establish complete bound-
aries between the objects of interest and the background ob-
jects [11].

The difficulty in establishing boundaries between man-
made and natural objects stems from the fact that automatic
segmentation is a difficult problem. Until a complete auto-
matic solution to the segmentation problem is achieved, a
recourse seems to be the integration of various methodolo-
gies. Indeed recent trend in image retrieval has been to use
information obtained from multiple cues such as color, tex-
ture and shape [12, 13].

We study the integration of structure features, which are
particularly suitable for the retrieval of manmade objects,
and color and texture features, which are geared towards the
retrieval of natural images in general. Specifically, we re-
strict our attention to five different methodologies of feature

analysis: structure only, color only, texture only, color and
texture only, and structure, color and texture. The aim is
to explore if feature integration using (i) color and texture,
and (ii) structure, color, and texture results in better perfor-
mance than using structure, color, and texture individually.
Structure, color, and texture features are extracted from each
image by the process described in [13].

We use a linear (convex) combination of the distances
in the product space of structure, color and texture for re-
trieval. Distance between a query image and a test image
in the database in the structure and texture feature spaces
are calculated using the ¢ norm. Histogram intersection
measure [8], which is a variant of the ¢; norm, is used for
color. Distances are properly normalized to take into ac-
count the difference in image size, and to make sure that the
histogram intersection measure is symmetric. Weights are
associated with distances, which assign the degree of impor-
tance attached to feature extracted from different method-
ologies. The distances in these spaces were pre-normalized
in the range [0, 1]. However, it may be possible that a rela-
tively larger value in a feature space biases the calculation of
the weighted distance. To overcome this problem, we have
used the following Gaussian normalization that puts equal
emphasis on the distances in the each of the three feature
spaces [14], before taking a linear combination.

Let d = (d;) be a sequence of distances in any of the
above-mentioned three feature spaces. Gaussian normaliza-
tion results in the mapping: d; — (d; — p)/30. where pand
o represent the mean and the standard deviation of d;. Let
d; = (d; — p)/30. This normalization ensures that proba-

bility of the normalized value, d;, being in the range [—1, 1],
is 99%. Values outside this range may be forced to map to
either -1 or 1. Finally, the mapping, d; — (d; + 1)/2, nor-
malizes distances in [0, 1].
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(b) Weights: S =0.33, C = 0.33, T = 0.33.
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(c) Weights: S = 0.05, C = 0.05, T = 0.9.

Figure 2: Adjusting weights corresponding to structure, color and texture in feature integration increases retrieval perfor-
mance. Precision increases from 15% in (b) to 80% in (c). S = Structure, C = Color, T = Texture.

2.1 Results Obtained

We performed our experiments on an image database of
10,221 images. The database consists of six classes: 1908
images of manmade objects, 811 images of birds, 1134 im-
ages of bugs, 2496 images of mammals, 1161 images of
flowers, and 2711 images of landscapes. The experiments
measured the overall retrieval accuracy and the accuracy of
retrieval for a particular class.

Let X denote the database and let X;ﬁ denote the j*" im-

age belonging to i*" class, X*. For ease of notation, through-
out this paper we shall use the notation that X represents
both a class and the set of images falling in that class. Let C
denote the number of classes, and | X ¢| denote the number of
images in the X class. We treated each image in each class
in the database as a query image and retrieved the corre-
sponding first H images as the set R, where R, denotes the

kth image in the retrieved set for a particular query. Then,
we defined the retrieval accuracy to be

H
A= LSS hx Ry M

where, A; denotes the accuracy of retrieval for a certain class
(for a particular methodology), and A is defined by the fol-
lowing function

i o 1 R, € X
h(Xj, Br) = { 0 otherwise )

i.e., h is equal to one if the image R belongs to the same
class X" to which the image X ; belongs, and zero otherwise.

In other words, for a query the number of images belonging
to the same class as the query image in the first H images
retrieved is counted. Each image in a particular class was
treated as the query image and the count was updated. Re-
trieval accuracy is obtained by dividing the final count by
| X% = H, which is the total number of correct images that
can possibly be retrieved for that class.

Equation 1 is used for the computation of class-specific
retrieval accuracy. For the computation of overall retrieval
performance the following measure is used

1 c X'
T X[+ H

H
A > h(X],Ry) (3)

where, A denotes the accuracy of retrieval (for a particular

methodology), and | X| = 3¢ |X7|, is the number of im-
ages in the database. It may be noted that A is actually a
weighted linear combination of A;’s

c
A= Z wiA; 4)

‘I)P(ﬂl is the weight corresponding to A4; such
that Zf w; = 1. The value of H was chosen to be 20 in all
experiments.

Figure 1(a) displays the result of overall retrieval per-
formance using the whole database for five methodologies:
structure only, color only, texture only, color and texture,
and structure, color and texture. For queries using color and
texture, and structure, color and texture, equal emphasis was

where, w; =
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Figure 3: Single-image query vs. multi-image query. Much better retrieval is obtained using three query images compared
to one query image. Precision increases from 35% in (a) to 95% in (b). Equals weights for structure, color, and texture were

used for (a) and (b).

placed on each methodology. It is observed that the the re-
trieval performance increases sharply with the feature inte-
gration, and the best retrieval is obtained when features from
all three methodologies are combined.

Figure 1(b) shows the result of class-specific retrieval
performance. It is seen that for each of the six classes
the performance also increases with feature integration, and
again, the best retrieval is obtained when features from all
three methodologies are combined.

2.2 Effect of weights on feature integration

Different query images have different content. CIRES
provides an option where a user can change weights to fine
tune retrieval. The effect is the same as assigning more
weight to certain methodologies, or certain features.

As an example, Figure 2 presents a query of a flower in
vegetation. Figure 2(a) displays the query image. Figure
2(b) shows the images retrieved using equal weights (de-
fault) for structure, color and texture. The aim of the query
was to find images of flowers without regard to the color of
the flower. The retrieved result set contains only 3 images
containing flowers, in positions 4, 13, and 20. The preci-
sion of a retrieved set of images is defined as the ratio of the
images that are perceived to be correct, i.e., similar to the
query image, to the number of all images in the set. There-
fore, Figure 2(b) has a retrieval precision of 3/20 = 15%.

When weights were changed to structure = 0.05, color =
0.05, and texture = 0.9, the retrieved set of images shown in
Figure 2(c) contained 16 images with flowers, a precision of
16/20 = 80%. The 4 images that are not flowers are in posi-
tions 8, 10, 11 and 19. A lower weight for color, and a high
weight for texture, ensured the retrieval of a large number of
flowers of different colors. In our experiments with CIRES,

we have observed large increases in precision, similar to the
example given in Figure 2, by supplying a judicious set of
feature weights.

3 MULTI-IMAGE QUERIES

Most of the image retrieval systems support the single-
query model only. In the single-query model a database of
images is searched to find images similar to a given query
image. However, it may be desirable to query an image
database using more than one query images for detailed
knowledge representation. An aim of this paper is to develop
a paradigm that supports the multi-query model. An advan-
tage of the multi-query model is that it overcomes the lim-
itation on the specification of image content using a single-
query model.

Let X, denote the j*" image in an image database X.
Let S denote a set of query images provided by the user.
The distance of X to the set is defined by

D(X]7S) :mkin d(Xj7Sk) (5)

where, D represents the distance of the image X ; to the set
of images, S, and d is the distance of X; from an image .Sy,
which is contained in .S. Equation 5 essentially defines the
distance of a test image in the database to a set of query im-
ages to be the distance between the test image and its nearest
neighbor in the query set. The distances are sorted in as-
cending order to obtain a set of images that are decreasingly
similar to the query image.

Our paradigm is similar to the works presented in [15],
where instead of the min distance between a test image and
the query image set, a linear combination of the distances of



a test image to all images in the query image set was used,
and [16] where a modified form of Fisher linear discriminant
analysis was used for distance calculation.

3.1 Results Obtained

Figure 3(a) displays an image query of a building gen-
erated using equals weights for color, texture and structure.
The retrieved result set of 20 images is shown below. Of
these images, 7 are those that are predominantly buildings
(in positions 2, 3, 5, 8, 12, 13 and 18), and the remaining
13 are automobiles. We impose a conservative criterion for
query performance that though the retrieved images that are
automobiles are manmade objects, and some of these im-
ages have large buildings in the background, we will con-
sider them as false matches. In this sense, the result set has
a precision of 7/20 = 35%.

To improve performance, two more query images of
buildings were added to the original query image, as shown
in Figure 3(b). The weights for color, texture and structure
were held the same. It is observed that now 19 of the re-
trieved images are buildings, and only one image (in posi-
tion 4) has a foreground bus and a much larger background
consisting of buildings. Still, we consider this image to be a
false match. The query result precision is now 19/20 = 95%.
The large increase in precision is an empirical justification
of the proposed notion of using more than one query im-
age. In our experiments we have seen that generally multi-
image queries tend to provide better retrieval than single im-
age queries.

4 RELEVANCE FEEDBACK

In previous work in relevance feedback [14, 17, 18] usu-
ally weights are associated with different features (inter-
feature), and feature components (intra-feature). Once a
query is done, a user provides samples for positive images
and negative images from the retrieved set of images. Posi-
tive images are those images that a user considers similar to
the query image. Negative images are those images that are
considered to be dissimilar. The weights are automatically
adjusted by using the feedback images to redo a query and
obtain a better result. Both positive and negative images are
used in traditional approaches to adjust the weights.

We propose two different mechanisms of feedback, Clus-
ter feedback, and Multi-class feedback. Cluster feedback
uses only positive images in a modified framework of multi-
image query. Multi-class feedback is proposed as a classifi-
cation problem. The positive images are assumed to fall in
one class, where as, the negative images are considered to
fall in as many classes as the user deems necessary. Similar
to the case of multi-image query, the sorted distance is used
after feedback calculations to render images. The feedback
mechanisms are described below.

4.1 Cluster Feedback

Cluster feedback is essentially based upon the multi-
image query paradigm. In a multi-image query a user se-
lects a number of query images before performing a query.
In the case of cluster feedback, a user starts with a single or
a multi-image query, and after the query selects a number
of images from the retrieved set of images as feedback im-
ages. The selection of these feedback images corresponds
to the user’s judgment that he or she is not fully satisfied
with the all the results of a particular query, and now wants
to use some returned images, which are judged by the user

to be similar to the set of query images, to further refine the
query. These images may or may not be added to the orig-
inal set of query images for another query on the database.
In our implementation, CIRES always groups the feedback
images selected by the user with the original query images
to make a larger set for another query. The process may be
repeated any number of times until the user is satisfied with
the results of the query.
4.2 Multi-class Feedback

Multi-class feedback builds upon the concept of Clus-
ter feedback by providing more than one cluster (sets) of
feedback images. These sets typically represent images be-
longing to different classes that a user has envisaged. Multi-
class feedback is basically the usual nearest-neighbor clas-
sification that is used frequently in pattern recognition. Let
S = {S™} represent the set of all feedback images, where

Sm = {Sm} represents the m'" set of feedback images pro-

vided by the user as training samples, Si™ is the k" image
in S™, and m, and k are indices. The image database X is
partitioned into various disjoint sets of images, where each
of these sets X? is such that

X=JX?, XPnX9=0, p#q, (6)

p

where, p and ¢ are indices. The partition X' = {X!} repre-
sents images classified to the same class as the feedback set
S! by the proximity of distances. That is, a test image X;in
the database is classified to the partition X if

D(vasl) = minD(Xj,Sm) = mlil d(X]aSITCn)v (7

where, m ranges over all indices of such sets.

The classification problem then reduces to the scenario
that there is one relevant class, and all the remaining classes
are irrelevant. The work presented in [19] is based on a simi-
lar premise, and a recent extension of their work generalizes
to the use of multiple relevant classes [16].

4.3 Results Obtained

Figure 4 presents a query of horses. Figure 4(a) displays
the query image. Figure 4(b) shows the results obtained us-
ing just the query image. The results include 10 images con-
taining horses (in positions 1, 2, 4, 5, 6, 7, 8, 13, 17 and 20),
a precision of 10/20 = 50%.

Figure 4(c) shows the result of cluster feedback when the
10 images of horses retrieved in Figure 4(b) are used as feed-
back images in conjunction with the original query image
shown in Figure 4(a). It is observed that the number of re-
trieved images containing horses in Figure 4(c) increases to
16 (in positions 1, 2, 3, 4,5, 6, 7, 9, 10, 11, 12, 13, 14, 16,
18 and 20), a precision of 16/20 = 80%.

Figure 4(d) presents the results of Multi-class feedback
formulated as a two-class feedback problem using CIRES
on the result set of Figure 4(b). The same set of 10 images
of horses retrieved in Figure 4(b) together with the query
image shown in Figure 4(a) are used in one class, which is
considered as the positive class. The remaining 10 images in
Figure 4(b) are considered as the negative class. All of the
retrieved images shown in 4(d) contain horses except one



image (in position 14), resulting in a precision of 19/20 =
95%.

It is observed that higher precision is obtained using two-
class feedback compared to Cluster feedback. In general,
we have observed in our experimentation with CIRES that
Multi-class feedback tends to give slightly better results than
Cluster feedback. The happens because of the discriminat-
ing effect of other classes in the pattern space besides the
class of positive images.

5 COMBINATION OF FEATURE INTEGRATION AND
RELEVANCE FEEDBACK

Feature integration may be used in conjunction with rel-
evance feedback for the further boosting of retrieval perfor-
mance. Figure 5 displays a query for finding yellow automo-
biles. The query image is shown in Figure 5(a). The initial
results obtained at the default setting of equal weights for
structure, color and texture are shown in Figure 5(b). It is
observed that the result set contains 6 yellow automobiles
(in positions 1, 2, 10, 11, 14 and 16), 11 automobiles of a
different color (in positions 3, 4, 5, 6, 7, 8, 9, 13, 15, 18 and
20), and 3 images that are not automobiles (in positions 12,
17, and 19). The precision is 6/20 = 30%. It is interesting to
note that had our query paradigm been only to retrieve auto-
mobiles of any color, then the precision would have been (6
+11)/20 = 85%.

We partitioned the 20 images in the result set into 3
classes. The positive class consisted of the 6 yellow auto-
mobiles. The 11 images that are automobiles, which are not
yellow, were put in a different class of “Not Sure” images,
and the 3 images that are not automobiles at all were put
in the third class of negative images. Refer to Figures 5(c) -
5(e). The number in parenthesis below each image is the po-
sition of the image in Figure 5(b). These images were used
as feedback images by using CIRES in a three-class mode.
Color weight was increased to 0.5, and the weights of struc-
ture and texture were adjusted to 0.3 and 0.2, respectively.
In addition, we also changed the mode of texture analysis
from the default of using all three channels of CIE LAB
space, used in Figure 5(b), to using just the L channel only.
Roughly, this would correspond to using the “grayscale tex-
ture” only.

Figure 5(f) presents the result set obtained using a combi-
nation of weighted feature integration and three-class feed-
back. It is observed that returned images contained 15 im-
ages of automobiles that are yellow in color (in positions 1,
3,4,5/6,7,8,9,11, 12, 13, 15, 18, 19, 20). The resulting
precision is 15/20 = 75%. We did not include an image of an
automobile that is partially yellow (in position 17), and an
image of a yellow taxi that is mostly hidden behind a dark
colored car (in position 10).

The large increase in precision, form 30% to 75%, is con-
sistent with our general observation that a combination of
weighted linear feature integration and Multi-class feedback
tends to give better retrieval than using just equal weights
for structure, color, and texture, and using no feedback.

6 CONCLUSIONS

Automatic analysis and retrieval of images from a
database is a challenging task. The difficulty arises from a
number of issues, such as the complex mix of manmade and
natural objects in an image, a priori information about the

image content, and the availability of the structural represen-
tations of objects present in an image. User interaction may
be used to provide some information to an image retrieval
system that is difficult to obtain automatically. We stud-
ied the effect of integration of features extracted from three
different techniques, and the proposed mechanism of multi-
image queries, and two different techniques for relevance
feedback, on the system performance. Structure, color, and
texture features were extracted from an image. It was ob-
served that feature integration enhanced retrieval accuracy
in general. Weighting of different features by a user based
upon images content also improved retrieval. In addition, the
proposed mechanisms of multi-image queries and relevance
feedback boosted system performance considerably. In par-
ticular, the combination of weighted feature integration and
feedback was seen to be efficient.
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Figure 4: A query of horses. Default precision in (b) is 50%. Cluster feedback increases precision to 80% in (c). Two-class
feedback further increases the precision to 95% in (d). Equal weights for structure, color and texture are used.



(b) Initial results.
Weights: S=0.33,C=0.33, T=0.33
L, A, and B channels used for texture.

(a) Query image:
Yellow automobile
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(e) Negative images.
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(c) Positive images.

(d) “Not Sure” images.

(f) Weighed feature integration
and three-class feedback.
Weights: S=0.3,C=05,T=0.2
L channel used only for texture.
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Figure 5: Combination of weighted feature integration and three-class feedback. Default setting in (b) has a precision of
30%. Precision increases to 75% in (f). S = Structure, C = Color, T = Texture.



